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ABSTRACT

The wide use of EFA as a method for understanding the
dimensional structure of constructs is confronted with its common
misuse while analyzing the relevant data. The decisions made whilst
conducting different EFA procedures are observed to be defective,
which may lead to serious theoretical consequences. The paper
reviews 30 studies using EFA for exposing leadership related
constructs with the help of major designs and important issues. Results
show that, like in other disciplines as examined by reviewers so far,
the leadership studies are also burdened with the same inaccuracies.
Reasons for misuse are discussed and guidelines for future research
are submitted. :

It is the glory of God to conceal a thing:
But the honor of kings is to search out a matter N
—Proverbs 25:2
“Man, biologically denied the ordering mechanisms
with which the other animals are endowed, is compelled
to impose his own order upon experience. "
—Peter L. Berger, The Sacred Canopy:
Elements of a Sociological Theory of Religion

All scientists, and more often the social scientists, have to
examine, test. and make attempts in proving their theories on the
‘orderness’ of the universe through postulating constructs (variables),
and finding relationships amongst them. However, these subjective
‘ordered’ universe. Their pursuit of discovering underlying dimensions
of such constructs is facilitated by a number of inductive and deductive
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methods, and amongst them most ‘scientific’ is probably the tool of ¢
factor analvsis, which like all other ‘objective” scientific l()()/.S" is not

itself free human assumptions. The wnderlying assumption of Juctor

analysis is that there exist a number of unobscrved latent variables (or

factors’) that account for the correlations among obscrved variables,

such that i the laient variables are held constant, the partial
correlations among the observed variables become zero. In its simple

form this assumption suggests: latent variable (‘factor’) determines

the value of observed variables.

Introduction: What is Factor Analysis?

Hair et al. (2006) define factor analysis as ‘“‘an interdependence
technique.......... whose primary purpose is to define the underlying
Structure among the variables in the analysis.” (Italics are from the original
text) (p.104). Stll carlicr, Stewart (1981) observed that factor analysis is
concerned with the identification of structure (‘order’) within a set of
observed variables. According to him the proper use of factor analysis
involves the study of interrelationships among variables in an effort to find a
new set of variables, fewer in number than the original variables, expressing
Wwhich is common among the original variables. Russell (2002) reports from
his review of 320 empirical articles published in Personality and Social
Psychology Bulletin that 27% of these articles have used factor analysis:
cither exploratory factor ~analysis, principal component analysis, or
confirmatory analysis. Low & Gardner (2000) have found that during the first
decade of Leadership Quarterly (1990-1999) out of 78 articles based on
quantitative methods in 42% authors used factor analysis among them in 28%
exploratory factor analysis is used.

Regarding the purpose of factor analysis, Russell (2002) reports that
his review has found that 51% of factor analysis was performed for data
reduction (reducing a sct of items to a smaller set of more reliable measurcs),
39% was used for testing a hypothesized factor structure for a set of measure
of a construct, and thc remaining factor analysis were conducted to test a
measurement modcel associated with a structural cquation modeling analysis,
using confirmatory factor analysis software. Other uses can be evaluation of
redundancy among a sct of items in a mcasure, and a replication of results
from a prior factor analysis. Conway & Huffcutt (2003) while reviewing the
practices of exploratory factory analysis (EFA) in the three organizational
journals  (Journal of Applied Psychology.  Personal Psychology, and
Organizational Behavior and Human Decision Processes) during 1985-1999
codified the purpose of LFA into (i) data reduction, (i) assessing
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unidimensionality of existing mcasures, (i) assessing the unidimentionality
of new or ad hoc measures, (iv) preliminary evaluation of existing measure,
(v) preliminary evaluation of new or ad hoc measure, (vi) Post hoc
exploration of corrclations, (vii) development of a new measure, (Viii)
hypothesis testing, and others. Nevertheless, the majority of exploratory
factor analysis has been found to be a assessmeit, evaluation, and
development of construct mcasures. -

The objectives of this paper arc to study in depth one of the
multivariate analytical techniques (and in this case it is exploratory factor
analysis —EFA) after reviewing at least 30 articles published in research
journals on a spccific topic (leadership, in this case) and after reviewing the
use of EFA to discuss how investigators are using these techniques,
practically and what improvements are required, ideally. In order to achieve
these objectives next 1 will discuss the nature of factor analysis, specifically
the EFA and the key issues related to it. The subsequent sections of this paper
consists of review of articles from leadership scholars i.e findings of this
study, guidelines for future research using EFA, and Jastly, based on the
review findings the conclusions of this study.
Exploratory Factor Analysis: Nature and Key Issues Related to its
Application

Nature of EFA: Authors have classified factor analysis into more
than one major streams / perspectives. Hair et al. (2006) classify it into
exploratory factor analysis (EFA) and confirmatory factor analysis (CFA).
According to them these perspectives distinguish the appropriate role of
factor analysis: BFA is considered for data reduction and/or for searching a
structure among a set of variables (phrascd as ‘take what data give you’), on
the other hand, CFA males an assessment of how the data meet the a priori
structure, which can be phrased as ° judge on how data fits you’. Furthermore,
they make a distinction between component analysis (also known as principle
component analysis ~PCA) and common factor analysis within EFA
perspective. Merenda (1997) classifications is similar to this; however, he
considers PCA as predominantly —exploratory, CFA predominantly
confirmatory, and common FA as potentially confirmatory. Conway &
Huffcutt (2003) give a more detailed classification schema. Their review of
371 articles has found that authors use four types of factor extraction models
(EFA): PCA, common F'A, principal axis method, and maximum likelihood.
Russell (2002), besides CEA, considers two other types of factor analysis,
which are exploratory in their nature: PCA and principle axis factoring.
Podsakoff et el. (2003) have identified four types of mecasurement modcls:
exploratory (reflective) that is common factor model, and confirmatory
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(formative) that is composite latent variable model. This taxop_om;;l ltshbas}eld
on (i) whether the model is exploratory or confirmatory, and (i1) whe o the
measurements arc reflections of the underlying l‘atcnl. factqr or are its
determinants, An carlicr study by Stewart (1981) ‘dcmlﬁcs - modc-ls N
factor analysis used in marketing rescarch: O,P,Q,R,S,1 on the b‘j‘SISj of
whether the factors arc loaded by variables, persons or occasions; the indices
of association computed on these three ‘things’; and v_vhcther the data are
collected on once occasion, onc person, or onc variablc. quc thQ space of this
paper does not permit to explain these categorics individually, 1 Wllllrely on
the main line of distinction between EFA and CFA drawn by Hair et al.
(2006), and will usc the codification of factor extraction modcl§ uscd by
Conway & Huffcutt (2003) in my review of EFA use in leadership lltc_raturc.

EFA is mostly used as a contributory technique for preparation and
refinement of data for more robust statistical operations towards testing 9f
hypothesis that are generally the main target of a study. This role of EFA is
demonstrated when, for cxample, validity of an existing well-established
measurement scale is studied in a different situation before start of the large
scale study or a preliminary evaluation of a new instrument of items is done.
However, EFA may become the central technique in a study some times. For
example, if a new scalc development is the purpose of a study the rule of
EFA becomes critical and fundamental. Some researchers, even, use it for
hypotheses testing (for cxample, Khatri, Ng & Lee, 2001; Godwin & Neck,

1998). However, Merenda (1997) opines that common FA and PCA (both

EFA) are not methods of statistical analysis, therefore, cannot be used in

testing the null hypothesis. Anyhow, if the purpose of study is to see whether

the factors/dimensions of a construct changes with the change of environment

(e.g national culture, organizational context, income level, etc.), EFA can be .
used for hypothesis testing, -

Key Issues: It is observed that despite its wide use in social science
research, exploratory factor analysis has been exploited within a inaccuracy .
in application and reporting (Russell, 2002; Podsakoft et al. 2003; Stewart, -
1981; Conway & Huffeutt, 2003). In the following paragraph, T will discuss
very briefly the issues that arc important in use and reporting of exploratory
factor analysis. The structure of issue identification, logically, will serve as a
framework for the review of articles conducted for this study and puiting in

place the prevalent misapplications of exploratory factor analysis in
leadership studics. :

Sample Size: ke any scientific modelin
underlying structure (concept/construct
parsimony and rigor. In a context of t

g, the scarch for an
) is also subject to the principles of
he size of sample for conducting an
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EFA the former demands a reasonably manageable-not-too-large sample of
participants (cases), while the later requires that the sample size should be
firmly acceptable-not-too-small to lose its scientific features. Hair et al.
(2006) informs the generally the researchers would not do the factor analysis
of a sample with size of fewer then 50 observations. Preference is given to a
sample of 100 or large cases. However, as observed by Conway & Huffcutt
(2003), the adequate sample size is a relatively complex issue. Researchers
have their own reasons while deciding the size of samples. Nevertheless, it is
agreed that small sample size (n), particularly when it is accompanied with
over-extraction, is likely to lead to a low saturation (loading of items
/variables) and poor identification of factors/component. In such an event the
sample structure /pattern is not likely to represent the population
structure/pattern (Merenda 1997). In contrast to these aspects, Hogarty ct al.
(2005) have found that when communalities are high, sample size tended to
have less influence on the quality of factor solutions then when
communalities are low. But, most of the authors do not provide any
information on the communalities associated with the measures; therefore,
one is compelled to make judgments on the appropriateness of sample size
used for EFA. In this regard n:p ratio (ratio between number of cases and
number of measures/items/variables) may help to determine the suitability.
Even, on the size of n:p ratio difference of opinion exist. Merenda (1997)
quotes three versions: (i) 20:1 for PCA when p 1s reasonably small compared
to n, (i) 10:1, and (iii) 3:1 as a minimum when p 1s rather large for a PCA
used for construction of an instrument.

Number of Retuined Factors: In EFA the number of factors retained
can be one or more than one depending fulfillment of one or the combination
of criteria that I will discuss below. However, it is pertinent to note that a
good factorial structure is one that consists of good individual
factors/components. A good factor is that that contributes well in total
variance (about total variance contribution, I will talk later). SPSS, by
default, retains factors with eigenvalues > 1.0 (equal are greater than onc).
This criterion is also called Kaiser Criterion and latent root criterion (Hair et
al., (2006). Cigenvalues explain the amount of variance contributed by factor
to the total variance and can be calculated by squaring the loadings on a
factor and summing them up. SPSS uses this rule no matter which method is
used for factor extraction. Russell (2002) suggests that Kaiser Criterion
should only be used when PCA with communalities fixed at 1.0 is chosen for
factor extraction. Despite its inaccurate results, this rule is most ofien used as
it is provided conveniently in the statistical softwares like SPSS, SAS and
BMDP. Sufficient research shows that it tends to generate too many factors,
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1.c., it leads to over-factorization (Russell, 2002; Mcrcnda,.19973 Conway \?
& Huffeutt, 2003; Fabrigar ct al., 1999). Russcll (2002) informs that his
review has found that 52% of the studics mentioning the factor e)ftractnon
criteria have used cigenvalues > 1.0 rule. Nearly 60% of these studies hav.e
used it correctly, i.c. in case of PCA, while the remaining 40% usgd it
inconsistently with the required factor extracting procedure. Another w1d.e1y
used criterion for extracting good factor is with the help of scree test, which
is used to extract optimum number of factors. The critcrion suggests that
factor extraction should be stopped at the point at which the “clbow” oceurs
in the plot of successive cigenvalues. This criterion is criticized for its
subjectivity—a plot of cigenvalues may emerge without any break in its
linearity (‘clbowness’) or more than one ‘clbows’, both clear and vague, may
emerge. The third important rule that is applied in factor extraction is the
percentage of variance criterion. According to Hair et al. (2000), in social
science research it is common to extract factors that contribute 60% (or even
less) in total variance. Other criteria are parallel analysis, a priori theory,
sample homogeneity-heterogeneity criteria, and Minimum Average Partial
(MAP). Most of the reviewers of factor analysis suggest that a combination
of the criterion may be helpful in extracting the appropriate number of factors
(Fabrigar et al., 1999; Conway & Huffcutt, 2003).

Variable—Factor Ratio: Russell (2002) suggests that a factor model
can be well explained when the factors extracted are loaded with an
appropriate  number of variables/measures. The measures help In
identification of a factor that in turn operationalize a concept/construct. He
recommends that at least three items/measures are required for identification
of a factor. More items ioaded on a factor leads to over-identification.
However, Fabrigar et al. (1999) recommend that four or more items per
factor lead to adequate identification for the factor extracted. In practice,
however it is found that researchers exiract factors with less number of items
are extracted. Russell (2002) informs that in his reviews 25% of EFA
reported in Personality and Social Psychology Bulletin (PSPB) included three
or fewer items per factors. Another relevant question is to know how a
measure belongs to a factor? Merenda (1997) founds from general literature
in social sciences that .09(0.30) is the minimum value of a squared loading
commonly accepted a measure as belonged to a factor. According to him this
is not a convention, but a practicc—and an incffective one.

Factor Rotation: Tactor rotation 1s carried out in EFA in order to
improve the interpretability of the results. Hair et al. (2006) indicate three
major steps in interprctation of results: estimating the initial (unrotated)

= ) = - —]
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factor matrix containing factor loadings*, factor rotation for achieving a
simple structure with meaningful factor solution, and factor interpretation
once the factor mode] ig ‘re-specified’. The need for factor rotation emerges
when more than one factor (and this occurs most often) are produced.
Resultantly, the factor model will have more than one solution. Here, the
critical task for the factor analyzer is to select a factor solution among several
solutions having a simple structure’. This is done by rotating the factors in
the multi-dimension space in order to achieve the objectives the most
appropriated interpretation of the results. Researchers conduct two types of
factor rotations: orthogonal and oblique rotations. Orthogonal rotation
functions under an assumption, as explained by the Merenda (1997), that the
unexplored underlying (or the accepted and generally accepted)
model/concept is multidimentional and its dimensions (factors) are mutually

orthogonal (statistically independent/unrelated) i.e. they are positioned at
right angles to each other.

On the other hand the ass

umption under oblique rotation is that the
factors/dimensions are relate

d to each other (nonzero correlations). The
correlations are either positive separated by an acute angle (angles between

90° and 180°), or are negative separated by an obtuse angle (angles less than
90°), that is they are separated with ron-right angles. The most commonly
used orthogonal rotation in the VARIMAX. Others are QUARTMAX,
EQUIMAX, and PARSIMAX. In case of oblique rotations OBLIMIN
(provided in SPSS) is the most preferred one. Other such rotations are
PROMAX and ORTHOBLIQUE in SAS, and DQUART, DOBLIMIN, and
ORTHOBLIQUE in BMDP. Regarding the preference for the type of rotation
method authors differ in their recommendations. For cxample Conway &
Huffcutt (2003), Russell (2002), and Fabrigar et al. (1999) recommend that
with the help of oblique rotation such as PROMAX a factor can be
interpreted in a meaningful way. On the other hand others (for example hair
et al., 2006) suggest that there are 1o compelling reasons for favouring one

unnally (1978) once suggested that orthogonal

rotation is more useful because of its simplicity and conceptual clarity. Since

" Factor loadings are defined as correlation of each variable and the factor on which they are

loaded and indicate degree of correspondence between them. They are the means of

interpreting the role each variable plays in defining the factors produced (Hair et al., 2000).
A simple structure means that each factor has a subset of variables with high loadings and

rest with low loadings, and that cach variable has high loadings on only some of the factors
and low on the rest (Fabrigar et.al, 1999).
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are packages have VARIMAX in their default

most of the statistical soflw :
have given three

position, this method is widely used. Fabrigar et al. (1999) Cee
reasons for favoring an oblique method over an ()rllmg(?nu'l r(‘)t:ilmn. l. hcy are
(1) in psychology (in fact almost in all social science disciplines) majority of
concepts are considered, and empirically found, to be cnrrc.l'atL-'d, thercfore,
the need for uncorrelated factor restriction is unwarranted; (1) mn case when
the true underlving factor structure is based on correlated factors ll'1cn a
rotation requiring only orientation at 90" may produce a poager simple
structure, and (i) oblique rotations  provide more mformutmn on
interpretability than orthogonal rotations, for example, estimates of the
correlations amoung common factors. in practice, the factor analysts prefer
VERIMAN and this has been found in review of EFA. For example 'Cor'lway
& Hufteutt (2003) report that in their review of 371 articles on organizational
research 41% rescarchers were found using orthogonal rotation (38% using
VARIMAN) and only 18% used oblique rotations. The remaining cither did
not rotate (extracting only one factor) (23%), or contained no information on
the rotation (18%). Russcll (2002) indicates another common error in the
process of factor interpretation stating that the researchers do not report the
variance explained by the factors before and after rotation.

The above overview provides a structure for study of the current
practices in usc of EFA in leadership studies, which follows the next.
Methodology of the Current Study

Sample: The above review provides sufficient grounds and evidences
that the researches in organizational context using EFA are likely to confront
intricacies in deciding possibly options and criteria for application of the
analysis. Furthermore, there choices possibly may lead to dubious
interpretation of concept explored. To my knowledge, after a brief scarch of
exiting literature, no endeavor is so far made specifically to examine the use
and misuse of EFA lcadership research. In broader frameworks Lowe &
Gardner (2000) and Podsakoff et al. (2003) have reviewed the literature
published in Leadership Quarterly during 1990-1999 and 1990-2002,
respectively. Both the reviews have selected the year 1990 being the first year
of LQ, which is the only general specifically dedicated to leadership research.
The former have a review of all the articles published in L0 during the period
focusing on main themes and issucs concerning the topic, including the
analytical mcthods uscd in 118 empirical papers with a brief mention of the
use of EFA. The sccond review capture the task of cxamining usc of
measurement models (both cxploratory and confirmatory in nature) in
leadership studies in three leading journals: LQ, Journal of Applied
Psychology, and Academy of Management Journal. ogically, the current

d
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study is designed first to explore the articles published in LQ after 2002 in
which authors have used EFA. In this way 10 articles were identified and
included in the review. Since the author of the current study was required to
review at least 31 articles, the reminders were selected randomly from
electronic databases of research journals. Summary of the articles reviewed is
shown in Table.

Table: 1 Summary of leadership articles used EFA with source of publication

Sr. No Title of Years Numbers of Percentage
Journal Studies
1 LQ 2003-2007 10 32
2 LODJ 1997,2002,03,04 04 13
3 APIM 2001,03 02 06
4 AP-IR 2001 02 06
5 EJWOP 1997, 2003 02 06
6 Other 1998. 2000-5 08 26
Journals
7 Others 1994, 1998, 03 10
2004
Total 31 100

'One article cach was selected from International Journal of Cross Culture Management
(IICCM), International Journal of Human Resources Management (IJHRM ).International
Journal of organizational Theory and Behavior (IJOTB), Journal of Business and
Psychology (JBP), Journal of Management Studies (JMS), Journal of Occupational

Psychology (JOP), Management International Review (MIR), and Public Administration
Review (PAR).

"These include Academy of Management Best Paper (AMBP) Proceedings, Asia Academy of
Management (AAM) Proceedings, and Rensselar Working Papers in Economics (RWPE).

Selection of above articles was done manually with care after viewing
each article published in LQ during 2003-2007 and those available with the
author in electronic or paper form. Thus, only those articles were included in
which EFA is used with a significant rofe and explained comparatively well.
Coding: On the basis of findings on key issues that are critical in use of EFA
coding was done on variables, including the measured construct, sample size,
purpose of conducting EFA, factor extraction model used, decision criteria
with number of factors retained, rotation method used, reporting information
(correlation matrix, factor loading matrix, percentage of variance accounted
for, Cornbach’s alpha, and descriptive statistics), and n:p and p:f ratios. Due
to time limitation the codes were, however, not processed for reliability and
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instead the patterns of Conway & Huffcutt (2003) were adapted with slight
changes depending on the stuff that T had for the review.

Results of the Study: A A
The overall findings of current study are transformed 1n Annexure

in which coded data extracted from cach article were sumn'm.rizcd Sepqrately
and placed in the relevant column. These details facilitated in generation of
frequency table (Table-2), which summarizes the result for mean‘angful
- discussion and conclusions. The coded characteristics (variables) of EEA
included in the table are: the leadership construct used, sample size, p:f r.at.lo,
n:p ratio. purpose of conducting EFA, factor extraction model, decision
criteria for factor retention, and the rotation method used by the analyst.
Furthermore, additional information that is considered as important and
indicator of the quality of EFA, is included in the last section of Table-2.
Two columns of the table show the number of analysis and the corresponding
percentage of ‘total number of analysis relevant to each variable under the
specific category (code). A better analysis of these variables can be done
through application of some statistical test (for example, chi square test) and
other procedures for assessing the quality of EFA decisions-making reflected
in the data set of the current study, but due to limited scope of the assignment
this aspect is not explored.

Table 2: Frequency of EFA variables (N=46)

Variables n %
Leadership construct explored
transformational leadership 13 28.26
charismatic leadership 05 10.87
vision and charisma 02 04.35
country specific leadership profile 06 13.04
leaders’ skills 01 02.17
leadership outcomes 14 30.43
other leadership behaviors 05 10.87

"The methods adopted by Conway & Ttuffcutt (2003) and Fabrigar ct al. (1999)
can be suitable to follow in this regard.

|

—
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Sample size
1-100
101-200
201-300
301-400
401-500
501-600

> 601

04
I
09
06
06
06
04

08.70
2391
19.57
13.04
13.04
13.04
08.70

Ratio of number of variables to number of factors (p:f ratio)

<3:1

3:1

4:1-0:1
7:1-9:1

> 10:1

No information

Purpose of conducting EFA
New measurement development
Evaluation of an existing measure
Mix of both

Hypothesis testing

Item reduction

Factor extraction model used
Principal component analysis (PCA)
Maximum likelihood

Principal axis factoring

Common FA

EFA (unspecified)

No information

Decision criteria for factor retention
Eigen value > 1.0 (Kaiser criterion) (a)

Maximum percentage variance accounted for 01

Scree plot test (b)
Discontinuity test

00
02
22
06
05
11

22
0]
13
02

34
05
0l
0l
01
04

00.00
04.35
48.83
13.04
10.87
2391

50.00
47.83
02.17
28.26
04.35

73.91
10.87
02.17
02.17
02.17
08.70

Scanned with CamScanner



— Factor loading criterion (e.g >0.4) 14 30.43
— Factor interpretability clarity 03 06.52
= No information 07 1522
- Single criterion 20 43.48
- Multipie criteria 19 41.30
Rotation method used
— VARIMAX 34 73.91
— OBLIMIN 02 04.35
— Oblique (unspecified) 0l 02.17
— No information 09 19.57
Other information reported
— Factor loading matrix 41 89.13
— Correlation matrix 06 13.04
— Percentage of variance accounted for 34 73.91
— Reliability estimates (e.g Cornbach’s alpha) 09 19.57
~ Descriptive statistics 03 06.52

...............................................................................................................
...............................................................................................

@ = including 13 cases where combined with other criteria
(= all combined with Kaiser criterion

Thirty research articles explored under this study contain in all 46
EFAs for examining different constructs related to leadership process. The
first section of Table 2 shows such constructs. It is found that the attention of
the majority of researchers has been looking at leadership out comes
(34.43%), transformational leadership (28.26%), cross-cultural leadership
(13.04%), and charismatic leadership (10.87%). This pattern is not different <
from the actual current trends in leadership studies (see Lowe & Gardner,
2000 in this regard). Therefore, one may argue that the quality of analytical
techniques used (for example the use of EFA) can be one of the critical
determinants for the legitimacy of leadership science as an independent field
of study. Uncovering poor qualities in analytical applications may lead to
serious suspicions about the leadership theories.

The next section of Table 2 gives a picture of the distribution of the
sample sizes across the articles. Almost one-third of the total 46 analyses
(32.61%) are based on data collected from samples that are modest to small
(200 and less). Large example sizes (more than 200) are used tor two-third of
the analysis. The finding is encouraging as a significant number of EPA is
based on sample sizes that are expectable for quality analysis. However, a
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reasonable number of EFA is done with data collected from samples 10O
small to be considered as true representative of the population.

The section of Table 2 reflecting the distribution of p:f ratio reveals
that in almost half (48.83%) of the analysis adequate variable to factor ratio
(4:1 to 6:1) is used. This result is positive compared to the findings of
Fabrigar et al. (1999) and Conway & Huffcutt (2003). The present .review
found that only 4.35% of the analysis have used inadequate p:f ratio (3:1) and
in none of the analysis below 3:1 p:f ratio is used.

The fourth section of the table shows that a sizable nuniber of analysis
has relied on a poor n:p ratio of 9:1 and less (30.43%). Another discouraging
aspect of the result is that, like p:f ratio, almost 249 of EFAs in these articles
didn’t give the required information for determining p:f ratio. So, less than
50% of EFAs conducted in this sample of leadership studies appropriately
based on this important decision criterion. _

The next section of Table 2 explains one of the principle decision
criteria for quality EFA, viz. the purpose of conducting EFA. Represent study
found that the leadership scholars used EFA equally for both the latent
construct exploration (new measure development) and data reduction
(evaluation of an existing measure). In frequency use it 1s 50.00% and
48.83%, respectively. Furthermore, in 28.26% of the analysis, along with
developing a new measure or evaluating an existing measure, EFA is applied
for hypothesis-testing. '

The sixth section of Table 2 elucidates another basic decision
criterion, viz. factor extraction model used. Interestingly, and contrary to the
results of some other EFA reviews in organizational research and psychology
(Conway & Huffcutt 2003, Russell 2002, Fabrigar et al. 1999), the current
study found that the predominant majority of leadership studies (73.91%)
have preferred to use PCA, which is available as a default setting in the
statistical software packages like SPSS. Amongst the analysts only 10.87%
were found had used maximum likelihood criterion, and the use of common
FA and principal axis factoring is seen (o be very uncommon (only 2.17%
each).

The subsequent section of Table 2 shows the distribution of decision
criteria for factor retention. This procedure is considered yet another principle
decision criterion in quality use of EFA (Conway &Huffcutt, 2003). The
result show that Kaiser criterion (eigenvalue > 1.0) persists to be popular In
leadership research as found in other areas (for example, Conway & Huffcutt,
2003). Even worst, the preference in leadership studies for this criterion is
significantly high (62.22%) compared to 17.8% found in organizational
research by Conway & Huffcutt (2003). The other two most preferred criteria
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in leadership research are factorloading criterion of > 0.4 (30.43%) and scree ’
plot test (19.57%). However, in 41.30% of the analysis multiple crlten:a are

found to be used compared to 43.48% of analysis based on the use of single
criterion. . )

The next section of Table 2 indicates the distribution of fagtor rotatfon
methods used in EFA of leadership constructs. The results are d:scouragmg
as almost three-fourth of the analysts has used VARIMAX, a method not
considered as a better option for factor rotation (Russell, 2002)_- The pliescli
study found that in only one out of 46 analyses an oblique rotation method is
used (2.17%). : _

The last session of Table 2 demonstrates some additional indlcators of
quality EFA used in the sample of analyses reviewed by the current a'uthor. It
Is encouraging to note that a good majority of authors.have provndeq th.e
factorloading matrix (89.13%), however, providing correlation rpat.rlx is
found to be infrequent (13.04%). Furthermore, predominate majority of
factor analyses didn’t estimate reliability coefficient and: only 19.57% of the
analyses contained this information. Regarding submitting the percentage
variance accounted for; the results of current study are encouraging. About
74% of the analysts have shown this indicator in their resuits.

Generally, the above findings portray a gloomy picture of the use of
EFA in leadership research. More specifically, the researchers were found
widely using default setting of the available statistical software (e.g
eigenvalue > 1.0 criterion, VARIMAX factor rotation methods, and PCA has
factor rotation model). Unfortunately, these default setting opttons are found
to be not ideal options in factor analysis (Conway & Huffcutt, 2003).
Nonetheless, the leadership scholars were found to be practicing some good
traditions in their EFA. For example, compared to the reviews of Conway &
Huffcutt (2003) and Fabrigar et al. (1999) in organizational research and )
psychology, the leadership researchers submit sufficient information, are

comparatively clearer on selecting EFA while having the research purpose in
mind, etc.

Guidelines for future research and conclusions

The results of this review are consistent with the general belief that
EFA is used with negligence and its quality gets poorer when used
supplementary for preparation and refinement of data for further statistical
analyses. It is found that the choices of the decision alternatives are not
optimal and are guided by convenience and tradition, rather than reason and
justification. Fabrigar et al. (1999) have identified three causes for poor use
of EFA by researchers: (i) lack of required knowledge and traihing, (11)
compulsion to follow traditions and practices of past works a reasonable
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number of which is unsound. and (111) convenience provided by the statistical
softwares having inappropriate EFA procedural options has default settings.
Same reasons can be found for poor use of procedures in the analyses
reviewed under the current study.

Based on the above it i suggested that the causes of poor EFA be
removed or at least minimized. by inclusion of EFA with breadth and depth
in the research methodology courses. Additionally. more attention by
reviewers of journal articles are needed on the issues discussed in the present
paper and their encouragement is required in innovative wavs and patterns for
different combinations of EFA procedures. Furthermore. turther review is
needed covering a larger sample of studied to seek out the weaker aspects of
EFA in leadership literature. The statistical software producing companies
should seek advices from the academia with latest knowledee on EFA so that
the new version of their products does not carry inappropriate detault options.

The major leadership constructs des cloped and espoused can only be
legitimized and relied upon when are statistically processed and refined
through quality analytical tools and procedures (Annexture A)
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